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Abstract. This paper presents a method for adjusting the time series in the direction of the minimum
deviation of the transition process from one period to another. The formulas so obtained satisfy the condition
of invariance of aggregate data, the stability on successive re-adjustment action and the minimum deviation of
the linear forecast compared to the original.
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1. I ntroduction

The statistical adjustment is of fundamental importance in the analysis of phenomena showing
a pronounced seasonal character. Removing occasiona disturbances alows to analyze the general
tendency regardless of any gaps that may temporarily affect the phenomenon.

On the other hand, from the point of view of the new data, the authors believe that they need
to satisfy a set of prerequisites.

On the one hand, the amount of data traveling over areference period should be zero, because,

otherwise, the aggregate of the two sets of data - the origina and modified, lead to different overall
results, and therefore different conclusions.

On the other hand, in a regression analysis, the difference between the regression functions
corresponding to the two data sets could be minimal.

The study of severa statistical adjustment methods ([1]-[11]) reveals an aspect which, from
the point of view of the authors, leads to a change in the data more or less justified. Thus, for example,
guarterly adjustments are made in conditions of relative movement only for the data in each quarter
individually. In this case, however, it is neglect the phenomenon of continuous variation from one
period to another.

The adjustment method that we propose, in what following, consist in the determining the best
shift of data so that the total variance, using the method of least squares, from one period to the next,
being minimal.

2. The LSM adjustment method of time series
Let the date set (i, )i, Where n=kp is the number of statistical data and, aso, the sets
o=l 1)+ ds=17),j=TK, card B p
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Considering a partition of the data sets B;, j:ﬁ , that is a group of them in k consecutive
groups of length equal to p, we aim to determine the parameters ([3 j )j:rp such that considering the new

data set: (¥, )_iio With Visps = Visps + By i=1p, 520,k ~ 1, the sum of squared deviations of the data
y, from y,_; be minimum.
So we have the condition:
(1) min(z (V| - Vi—l)ZJ
i=2

Let note, for the beginning:

S.I. = kz_il-(yhps - yps)

@ o L
Sj = Zé(yﬁps - yj+ps—1)1 1=4p
and also:
k-1
Zyj+p5

@ T j=1p

J
From (2), (3) follows:

@) S =KT; =KT, =y, +Yy 176

From the definitions of y,, . we have:

(5) é(—% - yi—l)2 = é( yl—l) + kEiL(yhps yps) :éé (yi+ps - yi+ps—l)2 =
ké(B -B; —1) (k 1)( ) gp:(ﬁi - Bi—l)(yi - Yi—1)+ 2(81 - Bp)g(yups - Yps)+
gp:(B B —l)zz_;l.(yiwtps - yi+ps—l)+ gp;(yl - yi—l)2 + I;Z;%l.(ylwtps - yps)2 + gé (y|+ps y|+ps 1)2

therefore (1) becomes:
(6) FB,...B,)= kg(& B ) +(k-1)B, -8, F + 2B, -8,)s, + zg(si ~B,)S =minimum

The necessary condition for minimum of the function Fis, after (6):

aBF (k-1)(B, -B,)- 2k(B, -B,) + 25, - 25, =0
1
(7) :BF = 2k(l31 Bj—l)_ 2k(|31+1 - Bj)+ 2S,-2S,,=0,] =m
j
:_F;:p - Zk( P _Bp‘l)_ 2(k _1)([31 _Bp)— 25 +25,=0
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or, after arearrangement, of the unknowns:
(2 ~1)p, ~ kB, ~ (k2B =5, +5,

(8) - kBj4 +2kB; —kBj,y == + S, j=2p-1
~(k-1)B, kB, +(2k -1, =S, -,

The system solutions are:

_ 1 - . R B P T
o o9 KiP (-l 9ES bl +3 £ [, j=Tp3
B, =A,A0R

We will proceed to achange of parameter, in the sense of uniformity for the displacements:

1 _ Pe-Ye - e R j _
(10) k(p(k—1)+1)( k=58 - k1S +plk -2)+ 12 -2)S |+ ph=pu, wOR

After (9), (10) we can write, finally:

11 - ! i D b &y e
11y B ‘W[P(ZJ—P—l)[ksl+i§(k‘1)SJ+2(p(k‘1)+1)(pi:Zj+llS ‘é(‘ ‘1)3] +H,j=1,p

where for j=p, the penultimate sum isignored, or, using (3) in terms of average periods:

1 . o o
(12) BJ = W(p(zj - p_l)(Tl _Tp _yl + ykp)+ Z(p(k —l)+l)§Tl \J _T] + u’ J :1,p
Noting now:

(13) o= VitV

T oplk-0+1

y T
(14) y:é ! _(p+1)(T1—Tp—y1+ykp)

p 2(p(k -1)+1)

we have:

(15)  B;=aj+y-T,+®j=1p

From the fact that 3 (aj +y) = Zp:Tj we obtain, immediately:

=1 =1

(16) 3B, =pu
=1

(17) ilJB,- SLUASICAS +1)éZp D, (y+ u)—p(p2+ ) ilJTj
j= j=

3. The condition of invariance of aggregated values
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We now ask a question concerning the movements of B suchthat >y, = >y, j= 1,k or, in
4B, €8

other words, the aggregate of the adjusted date in any of the periods k equaling that of the original

data. The condition is therefore ZB =0 that is, after (16) returnsto u=0. Therefore, we obtain:
=1

(18) B = pi-p-DT, - T, -y, + o )+ 2pk -1+ )3T, |-T..j=Lp
' 2p(plk-1)+1) e 2 )
4, The condition of constancy displacementsin successive adjustments

Next, we will put the following question: if after a readjustment of data, we will apply again
the above algorithm, what happens with the new data?

Let therefore:
é kz:(yhps yps) kz:(yhps yps) (B I3p) Sl + (k _1)(I31 - BD)
19 . & e T _
S] ;(yﬁps yJ+ps 1)2 (y]+ps y]+ps l) S;)(B] - Bj—l) S + k(I3 B —l) 2 p
that is:

From the formulas (11) we obtain:

(@) §=—— s+ L 35 j=1p
" opk-1)+17 pk-1)+15

From (21) it follows therefore:
(220 S=S7=..=5
Using again (11), we find that for any j=1,p: B, =

Therefore, as to an adjustment of the adjusted data to be zero, the displacement will have to be
null, that is u=0, therefore again the relations (18).
5. Theinfluence of the adjusted data in linear regression

We now ask, naturally, the problem of the behavior of linear regression coefficients at these
changes.

For the data set (J Y ) - thellnear regression equation is y=ax+b+e where;

kp kp
23 jy; — (kp+1)y,

23) a6 v
(23 kp(kzp2 —1)

(2kp +1)_Zy, SZJy,
24)  b=2 s
@9 kp(kp - 1)
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€ being the residual variable.

For the new data set (J yJ) — and the regression equation y=a x+ b+, we obtain first:

p k-1

(25) Zyj ZZ(y|+ps ):Z:piyj + kéﬁj

i=1s=0

(26) ZJy, ikZl((HpS)prs (i +ps)p,)= ZJy,+kZJB rplk 2K )kiB,
i=1s=0 =1
and after (16), (17), (23), (24):
2y iB, - (p+ 128, , ap(p+1)(2p+1)+3yp(p+1)- 6ZJT
(27) a=a+6- >~ 7 =a+
plkp’ ~1) kp+1 plkp -1)
P p P .
-6y B +(pk+3p+2)> B, ap(p+1)(2p+1)+3yp(p+1)-6X T,
(28) b=b+—= 2 =p- 2
p(kp ~1) p(kp~1)

From this, it follows:

~ 4 2
@ e

(30)

P
ap(p+1)(2p +1)+3yp(p +1) - GZjTj‘
=L

P 179
ap(p+1)(2p+1)+3yp(p+1)-6Y T, + 1<

=1

fo-tf= p(ks—l)

ap(p +1)(2p +1) + 3yp(p +1) - 6ZJT

_2 "
p(kp-2) ( -1)
From (29) and (30) results:

(31) ‘§x+5—ax—b{s|5—a|x+‘5—b‘s

ap(p+1)(2p+1)+ 3yp(p +1) - 63T,
=1

21

1
plkp [X “kp +1j ' p(kp 1)IHI

From (31) we obtain that for an exogenous variable value x, the minimum difference of the
forecast will be for p=0 so again the expression (18).

6. The Quarterly data adjusting
In particular, in the case of quarterly adjustments for p=4, the formula (11) for p=0 becomes:

1

32 B,= m (‘ 6kS, + (6k - 3)52 +2kS; - (2k _3)54)

B, = lelk——:s)(_ 2kS, - (6k -5)S, +(6k —4)S, +(2k -1)S,)

By =

a3 (2ks, - (2k-1)s, - (6k - 4)s; + (6k -5)3,)

MISCELILANEOUS



FuroEconomica

Issue 2(32)/2013 | SSN: 1582-8859
1
=—— 6k 2k -3)S, —2kS, -6k —3)S,
B4 4k(4k—3)( Sl+( )Sz S ( ) 4)
and in terms of averages, form (18):
1
(3 By= g (AT, (4 =3IT, + (43T, + (4 +IT, 6, -6y,
1
B, = m(@k ~5)T, ~3(ak = 3T, +(4k ~3JT, + (4k ~1JT, +2y, - 2y,,)
1
Bs = m(@k ~ 1T, +(4k ~3)T, - 34k ~JJT, + (4k ~5)T, -2y, +2y,,)
1
By = m ((4k + 3)T1 + (4k - 3)T2 + (4k _3)T3 - 3(4k _l)T4 -6y, + 6Y4k)
7. Conclusions

In view of the above theory, it can be concluded that the method described satisfy a number of

requirements. On the one hand, the aggregation was not affected, the overall conclusions drawn on the

basi

s of the adjusted data being identical with respect to the original data. On the other hand, the re-

adjustment is stationary in the sense that a new adjustment of the aready-adjusted data, does not
produce effects. Not in the last, the effect of forecast leads to minimal errors relative to the origina

data.
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