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Abstract. The literature on causality as well as the emgigwédence clearly shows that there are two oppsin
groups of economists, who support different hypstisewith respect to the flow of causality in theeg@wage
causal relationship. The first group argues thasabty runs from wages to prices, whereas thersbemgues
that effect flows from prices to wages. Nonethel#sare is at least some consensus that reseaduertlusions
may be contingent on the type of data employedliepgconometric model, or even that the relatignshay
vary through economic cycles. This paper empirnycatamines the price-wage causal relationship irmaay,

by using OLS and VECM analysis, and it also prosidebust evidence in support of a long-run unitdteausal
relationship between prices and wages, running fr@ages to prices. In contrast, the evidence suggleat there
is no statistically significant short-run relatibiys between prices and wages. Prior to designimestimating
the econometric model we have performed statignaests for the employed price, wage and produgtivi
variables. Additionally, we have also specified thedel taking into account the lag order as wellhasrank of
co-integration for the co-integrated variables.tReimore, we have also applied respective resinistion the
parameters of the estimated VECM. The evidencdtiegdrom model robustness checks indicates thatilts
are statistically robust. Although far from clositige issue of causality between prices and wabés paper at 90
least provides solid evidence for the case of Geyma
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1 Introduction

The issue of causality between prices and wagesbbas intensively discussed in the literature.
However, despite utmost empirical efforts to resdlve issue on who the cause is and who the aéffect
the consensus is still far from being reached. Ably there have been two strands of economists. Th
first group argues that causality runs from wageprices, whereas the second one argues that itausal
runs from prices to wages. The modern analysisiddgophical discussion of causality began in tBth1
century with Hume (1739). He made the scientifinthfor causes possible, by freeing the concept of
causality from the metaphysical chains that higlpcessors had used to pin it down. Since Hume, the
applicability of causality concept has been everdasingly used in social sciences as well asearfighd

of economics. In addition to this, the analysesehb@en continuously sophisticated by intensiveafise
mathematical and econometrical techniques, whisle lmmeasurably increased the quality of economic
analysis. Moreover, computing power and speed tramgendously increased also.

Nonetheless, all these significant advancementg Imo¢ helped in completely resolving the issue of
causality between the prices and wages. The evid&aen literature is still conflicting and there is
econometric evidence in support of both hypothe§hs. aim of this paper is to analyze and derive the
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pattern of causality for Germany. This paper isaoiged as follows. Section 2 reviews the literatme
causality, in general, as well as that on causd#létween prices and wages, in particular. Section 3
explains the methodology that has been utilizedxamine the causal relationship. Section 4 describe
the variables as well as the data that have begtoged in our analysis. Section 5, is organizetina
sub-sections and presents Ordinary Least SqualeS) (&nd Vector Error Correction Model (VECM)
regression results, from which the pattern of clitydaas been derived. Finally, Section 6 concludgs
summarizing the main findings of this paper.

2 Literature Review

The purpose of this literature review is to lay dosome theoretical definitions, characteristics and
arguments on causality, in general, and on thepriage causal relationship, in particular. This suary

of previous studies would not only be useful toiversome theoretical definitions of causality and
critically assess them, but will also be the bdsisthe subsequent empirical analysis, which wél b
mainly focused on causality between wages and rleiest part reviews the causality literature fritra
theoretical perspective, whereas the second pedsés on the empirical studies that have spedifical
examined the causality between prices, wages apduptivity. Causality is a relevant concept, bath i
natural and social sciences. As we have alreadyhasiped, the modern analysis of philosophical
discussion of causality began in the 18th centlitli tdume (1739). In his view, causality, as itnsthe
world, is a regular succession of event-types:thirg invariably following another.

However, it was the 20th century and especiallylast decades, that saw its gained prominence in
economics. Undoubtedly, Havlemo (1994) was oneheffirst to contribute in advancing the causality
analysis. His view, which is almost universally molWledged, is that economic theory must be always
formulated in stochastic terms. Certainly, onehef tnost prominent modern studies on causality arsaly;

in economics was conducted by Granger in his sdnpaper “Investigating Causal Relations hy
Econometric Models and Cross Spectral Methods™iB91 An important follow-up analysis of causality

was carried out by Ashley et al. 1980, who analytexl causality between advertising and aggregate
consumption. They argue that a universally accéptdéfinition of causality may well not be possible

but they put forward the following definition:

“Let represent all the information available fretuniverse at time n. Suppose that at time n apiim
forecasts are made of using all the information and also using all of this information apaadnfrthe
present values of of the series . If the fise€ast, using all the information, is superiothte second,
than the series has some special informationtabrmt available elsewhere, and is said to cduse

It is well understood in economics that the exiséenf a relationship between two variables does not
prove causality or the direction of influence. Hawer, in the context of time series data, it may be
possible to exploit the fact that time does not baokwards (so called “time arrow”). This religs the
assertion that future cannot cause the past, aisdait a priori and fundamental feature of the \way
which one orders its experience and not eithertsemed regularity or an analytic truth, (Gilb@®04).
Table 2.1 provides a short summary of some stutlegshave examined in depth the causality analysis.
Certainly, these studies can relatively encomgassiévelopments in recent years.
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2.1 A summary of some studies on causality presemtetiionological order

Studies

Title

Context/Method

Asshley, Granger and
Schmalensee (1980)

Advertising and Aggregate Consumption

Granger a#ysBox-Jenkins technique.

Sims (1999)

Granger Causality

Definitions; causality and exa@ign

Jung and Seldon (1995)

The Macroeconomic relation between Advertising
and consumption

Granger causality, Error Correction Modell

Gilbert (2004)

Economic Causality

Economic causation, intervention and
exogeneity; VAR modeling practice;
implications on inference.

LeRoy (2004)

Causality in Economics

Formal analysis of causal relations;

graphical analysis; definitions on causality}.

Andersson (2005)

Testing for Granger Causality in the presence of
measurement errors

Problems of Granger-tests; consequenceg
forecastability.

Empirical facts on the price, wage and productivithationship - The debate on the direction of adtys

on

between wages and prices is one of the centratiqnesurrounding the literature on the determisanft
inflation. The purpose of this review is to identihe key theories, concepts or ideas explainirgy th
causality issue between prices and wages. Besidesems sensible to assess what has been addsessed
far on the relevant questions and problems relata@tie analysis of the relationship between pried
wages. There have been a number of studies thatdralyzed price-wage relationship, and most ohthe
have employed US data. Table 2.2 presents a sunohagjevant studies on this relationship.

Table 2.2 A summary of some studies on the price, wage aodugtivity relationship

presented in chronological order

92

Studies Title Context/Method

Error Correction Model (ECM);
Instrumental Variable (IV).

Aggregate Price Responses to Wages and

Moschos (1983) Productivity Changes: Evidence from U.S.

Granger causality

Emery and Chang (1996 ECM (Error Correction Model).

Do Wages Help Predict Inflation?

The U.S. Inflation Process: Does Nominal Wage

Palley (1999) Inflation cause Price Inflation, Vi-versa, or neitht

Granger Causality.

Hess and Schweitzer Granger causality;

Does Wage Inflation Cause Price Inflation

(2000 ECM (Error Correction Model

232%%3'1"?‘ and Restrepo Price and Wage inflation in Chile ECM (Error Cortien Model).

Jonsson and Palmqvist . (o Two Sector Dynamic General Equilibrium
(2004) Do higher wages Cause Inflation (DGE) Model.

Strauss and Wohar The linkage between, prices wages and productivityzranger Causality;

(2004) a panel study of manufacturing industries Panel Model.

Lemos (2004) The Effect of Minimum Wage on Prices Review of erigal research.

Pu, Flaschel and
Chihying (2006

Granger causality.

A Causal Analysis of the Wage-Price Spiral VAR (Vector Autoregressive) Mod:

ECM (Error Correction Model); and Panel

Goretti (2008) Model.

Wage-Price setting in New EU Member States

The available studies focusing on the price-wagssality use various methodologies and can be byoadl
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divided into two categories. The first strand afdi¢s focuses on estimation of the effect of wames
prices using data from various economic sectorgreds the second strand estimates the effect dsvag
on inflation by using the aggregate (national) ledata. Alternatively, empirical studies on thecpri
wage causality can be divided into two categoriib regard to the direction of effect. The firstegory

of studies arguing that causation runs from wageprices, while the second one studies arguing that
causation runs from prices to wages.

A common feature of most of these studies is thamyresearchers have applied the Granger-causality
concept described above, which as we have alreatpha&sized, is easily applicable in economics.
Regarding the econometrical models applied in emangithe long-run relationship between prices and
wages, the Error Correction Models (ECM) appeadaminate the alternative econometric methods.
While it is commonly acknowledged in the acadeniterdture that prices and wages move strongly
together, Hess and Schweitzer (2000) argue thet thea sharp division amongst economists on whethe
wages cause prices or vice-versa. In order to axplach a causal relationship economists very afsmn

the “Granger-causality” by examining whether laggetlies of one series (say wages) have significant
in-sample explanatory power for another variabdg (srices). Additionally, both variables may Grange
cause one another, in which case one can only wdadhat both economic series are determined
simultaneously. If this is the case, the researafey be unable to infer that one series has indkren
causal effect on the other.

The matters may become more perplex if the samiggiéstion are co-integrated, which is the casenwhe
the levels of the series move together over thg-tom, even though the individual series are best
modeled in growth terms. In that case, the researsfust be careful to include the “error correction
terms” in Granger-causality tests so as to allogvgéries to catch up with one another. The sigmifie

of the ECM terms in the Granger-causality testsphimeflects the fact that the series in question a
driven to return to a long-run equilibrium relatétip that it is non-causal. In addition to thise th
researchers conclusions on the causal relatiorsftém depend on the sample length, the number of
explanatory variables used (including the numbedrg$ of each variable) and in particular the mea$$
of prices used, (Hess and Schweitzer, 2000).

Importantly, Emery and Chang (1996) empirically Hlight the fact that the significance of Granger
causal relation depends on the choice of priceesednd it is relevant to any researcher to avaid d
mining in designing models. It is appropriate tonired on Palley (1999) argument that the relatico al
varies by business cycles, i.e. causality ordewden prices and wages may alter over time. A
fundamental reason why there has been a lack déewee in favor of hypothesis that wages causerice
may well be the fact that, as Lemos (2004) ackndgds, the international literature has mainly zzii

the data from the US where price effects are srak selection of different variables may also pay
significant role on the strength of results as wedlr example, money supply indicators are oftemfbto
contain essential information for forecasting fetbehavior of prices, and that needs to be coresides

it may ultimately improve the robustness of the glodbove all, when analyzing the causality relatio
between wages and prices, it is also relevantitraidfor labor productivity (i.e. supply effects).

3 Methodology

Without a doubt the crux of the matter in empiricdearch is to design a model which truly reprissan
certain DGP or economic phenomena. The presencee lilateral causal relationship between two or
more variables not only complicates, but certainimakes more complex and challenging the procéss o
model building. Although OLS regressions may pradhighly significant parameters, it is the regressi
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diagnostics, in particular the presence of aut@tation that raises serious doubts on the robustags
simple OLS models. Often, it is this limitation memedying autocorrelation that necessitates the
application of more sophisticated models that ate 8 analyze more thoroughly complex relationship
such as that between prices and wages. CertdidyyECM models are frequently applied in examining
models with more than one endogenous variablesAacl Asimov has pointed out, “though science can
cause problems, it is not by ignorance that we salive them.” In this spirit, the aim of this papeto
analyze the price-wage relationship with differemtthods using the same data, in order to check on
whether the causal relationship between pricesnagds holds robustly.

Theoretical Relationship Between Prices, WagesRmoductivity - This relation has been expressed in
various forms, i.e. different causal ordering. fithe wage can be expressed as a function of pride
productivity. Second, the price can be expressed asction of wage and productivity. Thirdly, real
wage (wages/prices) can be expressed as a furgdtipmoductivity. The relations that are subjectie@

of this paper and which will be analyzed in thipgaare only the first two causal orderings. Beside
there are numerous studies that have explicitlglistliprice wage causal relationship, (see for examp
Moschos (1983); Emery and Chang (1996); Palley 91,98less and Schweitzer (2000); DeGrauwe
(2003); Strauss and Wohar (2004)). Other variabiag also be considered and included in the model.
Nevertheless, increasing the number of variabldsegations does not necessarily lead to a betidein
because with inclusion of greater number of vadsht becomes more difficult to capture the dynamic
and inter-temporal relations between relevant et due to loss of power. As a matter of facgame
forecast comparisons univariate time series modele found to outperform large scale econometric
models. Litkhepohl and Kratzig (2004) suggest ¢hpossible reason for the failure of larger modgls
their insufficient representation of the dynamitenactions in a system of variables.

Applied econometric methods — in analyzing the abredationship we will utilize two methods. Firste

will use basic OLS regression model, with the psgpof examining the relationship. Second, we shall
apply the VECM in order to derive statistically s estimates. Prior to estimation of the lattedets

one should also examine the respective model saectiteria for determining the lag order/laggél
differences as well as the rank of co-integratidne to space limitations there will only be a ceeci—
presentation of respective steps.

4 Data

For empirical analysis of the price-wage causati@hship in Germany we will employ quarterly data
covering period 1996:Q1-2007:Q4. Unfortunately, tluehe unexpected events of global recession and
its consequences, the author has been forced todexthe data for 2008-9, which in econometric &erm
represents a significant structural break. Thusugion of data for that period may significantlyisea
guestions on the appropriateness of applicabifity®CM. The following variables have been selected
for empirical analysis: Price (P) variable is regmmted by the Harmonized Index of Consumer Prices
(HICP), Monthly data, 2005=100. The quarterly datere obtained by taking three month average of
monthly data. Hereinafter, price variable for Gempawill be denoted by Wage (W) variable is
represented by the Labor Cost Index (LCI) quartddta, i.e. wages and salaries in industry andcsesv
(excluding public administration), nominal valueasonally adjusted and adjusted data by working,day
Index 2000=100. Hereinafter, wage variable for Gamynwill be denoted by ; Productivity (Q) variable
is represented by the quarterly index represemigrgon based labor productivity, seasonally adiiiste
Index 2000=100. Hereinafter, productivity variafile Germany will be denoted by . The source ohdat
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for the first two variables is EUROSTAT (www.ec.epa.eu/eurostat), whereas the source of data for
productivity variable is Bundesbank (www.bundeshdak

Additionally, in this section we have thoroughlyafyzed the stationary properties of the time set@a.
The plots for both level series of all three valéabsuggest a trending movement and little eviderice
returning to a fixed mean value. Furthermore thetsplare inconsistent with the series containing
stochastic trends. In contrast, the plots for tifftergnced series suggest evidence of mean revessid
some evidence that the series may be stationagyr@-C.1). Additionally the correlograms for thexél
series of all three variables appear to have a lmegnory and the decay rate appears slow with
persistence up to the 12th lag. This tentativelggests that both series could be characterized by a
stochastic trend where shocks persist. In an ompasanner, the correlograms for the differencedkser
tend to decay much more rapidly. This could benakesuggest that shocks do not persist, (corratogr
are not presented due to space limit). As TablesB@®@vs, the formal stationarity tests, the Augmente
Dickey Fuller (ADF) and Phillips-Perron tests, ith @ases the null hypothesis that the series ireltev
contain a unit root cannot be rejected by the dataontrast, the null hypothesis that the diffeszh
series contain a unit root is rejected in all caesboth series. This implies that all series isgu
differencing just once to render them stationatyergfore, all levels series contain a unit root applear

to be characterized by the presence of a stocltesstid, (see Table C.2).

5 Results

In the first sub-section we will examine the OLSuks, whereas in the second sub-section we will
analyze the VECM model. All the tests and resukspaiesented in Appendix E.

95
5.1 OLS Estimates

The OLS regressions were subject to autocorrelaésts, on the basis of which it is evident thaemwh
the level series of variables are utilized one may reject the null hypothesis that autocorrelati®n
present in the residual. In contrast, when one tisesfirst differences of the levels, then the null
hypothesis may be rejected according to the BreGsudifrey LM test. Now, one may raise the question
on whether we can consider these OLS results #stistaly robust. Certainly we cannot do that, doe
the fact that simple OLS regression models arepislole of capturing the co-integration relationshipst
may exists between two or more variables. Fortgson we need to utilize more sophisticated models
that have better properties, such as VECM, in otal@roduce statistically, as well as theoreticatliyust
models and estimates. Another problem is non-iiaiuis the model of the lagged variables of respect
series, which may potentially hide relevant infotima Nonetheless, one has to agree that OLS models
are a good start for any empirical analysis, as/ theovide first insights when testing different
relationships. In our initial OLS empirical analysive have also compared the models with intereegt,
without intercept. On the basis of the Ramsey’'s RE&st it appears that intercept is not preseall &

the price-wage relationship, hence its exclusionld/@roduce a better model. Complete OLS regression
results are presented in Table 5.1.
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Table 5.1 OLS Regression results for Germany using leveHdogl, first differences
and first differences of the log-level

Variable | Prices = F (Wages, Productivity) Wages = F (Prices, Productivity)
S @ (b)
(1) ) ©) 4) (5) (6) ) (8)
0.07 ***.0.77 0.04 ***.0.30
lo g Inw lo Le] Inp
***0.69 ***1.75 ***1.08 **%1.30
In g In g
***1.02 n/a ***.0.55 n/a
const const
AC Test **+0.00 **+0.00 AC Test ***0.00 *+0.00
Ramsey Test] **+0.00) Ramsey Tegt **+0.0
-0.15 *0.27 -0.12 *0.26
Alog Alnw Alog Alnp
-0.15 **0.33 -0.09 **%0.58
Aln g Aln g
***0.00 n/a ***0.00 n/a
const const
AC test 0.19 0.70 AC test 0.40 0.99
Ramsey Test] ***0.00 Ramsey Tesgt ***0.(

Note 1 *** - significant at 1% level of significance; ** significant at 5% level of significance; * - sifjoant at
10% level of significance. The AC tests indicate phvalue of the Breusch-Godfrey LM test for autoelation

with H,: no serial correlation ari, H, is not true. The OLS regression in columns (3) @dan be expressed ag6
LB =p, LW, + B, L, + B,; Wheregs, is intercept 3, is the slope coefficient which measures the eliagtdf

prices on wages, arfl is slope coefficient which measures the elastigitgrices on productivity. In contrast,
when intercept is excluded, columns (4) to (8)@sS regression may be expressed as follows:

LB, =B, LW, + j, LQ,; where parametel®, andg; are interpreted in the same way as above. Indbe of first

differences only the lettel® is added in front of variables, whereas the foamawre identical.

Note 2.Ramsey RESET Tests check whether the model witinéertcept better represents the DGP between prices
and wages, compared to the model with intercepaddla, 1999, Gujarati, 2002; Wooldridge 2003;.etc)

For example the results are interpreted as folldles coefficient of wages for the levels in colu(diis
statistically significant at 1 percent level anéhiticates a negative impact of wages on pricessme® -
0.77 percent (which is theoretically incorrectg. iif wages increase by one percent, on average and
ceteris paribus, the prices will decrease by Oafégnt. Otherwise, this coefficient measures thstigity

of prices on wages. Likewise, all other regresstmefficients may be interpreted. Unfortunately,
according to the Breusch-Godfrey test, it appelaas obne may firmly reject the null hypothesis of no
serial correlation with test statistic being higida value zero. On the basis of Ramsey’'s RESHTotes
may exclude the intercept from model, as it resul@ better representation of DGP, in both cadesnw
log-levels and first differences of the respectbezies are utilized. Finally, the estimated coddfits
suggest that there is a negative bilateral caeationship running from wages to prices and vieess,
which certainly contradicts a priori theoreticalsasptions. This fact raises serious doubts on the
appropriateness of OLS models. Additionally, thél&db.2 presents the pattern of causality for Gegma
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Again, the evidence suggests that potentially tlier bilateral causal relationship between prized
wages for both log-level and differenced seriggificant at least at 10 percent level, though amhen
intercept is excluded.

Finally, one may ask whether we can draw a firmctusion from the causality tests that are preseimted
Table 5.1. Without a doubt, one has to concedettigapresence of autocorrelation harms the reiigbil
of the OLS estimates, if not destroys them. Howetee purpose of OLS analysis was to test the
existence of the price-wage relationship, as welthee uniqueness of causal orderings, and to ge¢ so
useful insight, even if no conclusive evidence egasifrom these analyses. Certainly, one has toecenc
that potentially there is evidence in support ofisad relationship, and that the causal orderinthis
relationship is not unique. Even so, let's leav®/lHCM analysis to deliver the final verdict on tigsue.

Table 5.2 The pattern of causality in Germany based on Ob8eh

Country Log-Levels First differences
(€] @ 3 4
Intercept r—w P—-W
Germany -
no intercept P =W P e W+

Note <« indicates bilateral (feedback) causaliéy;or — indicates unilateral causality: no causality.
* indicates that relationship is significant atdércent level

5.2 VECM Estimates

Based on the relevant information criteria, theiropt number of lagged differences for endogengus
variables is . Whereas the Akaike Information &fitn (AIC) tends to overestimate the optimal lag—
order, the Hannan—Quinn information criterion (H@yvides the most consistent estimates, thus it wil

be considered as the most reliable criterion. Bglyaing the lag order for exogenous variables and
statistical significance of coefficients, the opdilntag order for exogenous variable is . Notica thwing

to one observation lost when the first differencésthe variables were taken, only the data from
1996:Q2-2007:Q4 are actually used as sample valles, the actual sample size is T= 47. Notably,
choosing the order too small can lead to size distts for the tests. Conversely, selecting an ondéch

is too large may imply the reduction in the powetests. It is exactly this fact that makes soicaltthe

issue of choice of the number of lagged differenf&spendix E.2).

Rank of co-integration ) — the co-integration wpegformed between and . The results of alltdisés
are summarized in Table 5.3. On the basis of Jamamsace Test one would continue analysis with a
model containing one co-integration relation, thooegly when constant is included in the co-integrat
test, whilst the test statistic in this case isndigant at 1 percent level. In contrast when tresrd
orthogonal trend are included the test statistiggyest that there is insufficient evidence to reflee null
hypothesis that , in favor of alternative hypotbékat . Similarly, the Saikkonen and Litkhep(t97)
test suggests the same results as the Johansen Tlgatc Although the presented evidence is not very
convincing in favor of alternative hypothesis thatne can still engage in analyzing the relatigmns¥ith

one co-integration relation, i.e. use , in the WE®odel. Possibly, this may well be a result of thet
that co-integration relationship is present onhoire of the equations of the VECM system, or has$
present at all.
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) Deterministic Johansen Trace Test Saikkonen and Litkhepohl
Variables terms
Lag order LR-stat p-value Lag order LR-stat p-value
Const 1 86.71 0.0000 1 56.84 0.0000
LFDEand | constand Trend 1 14.33 0.6353 1 4.14 0.9324
LWDE | orthogonal trend 1 7.16 0.5658 1 2.24 0.7601

Estimation - The VECM model was estimated using fheo Stage procedure (S2%)ith Johansen
procedurebeing used in the first stage and Feasible GdpnedalLeast SquaresGLS) procedurdeing
used in the second stage. The estimated resuligresented in Appendix E, with the JMulTi software
generating output of all related loading matrix-ictegration matrix and short-run parameters. The

standard? ratios and® tests retain their usual asymptotic propertiethdy are applied to short-run
parameters in VECM. Hence, when appropriate, & god idea to impose restrictions on the VECM
parameters. As a replacement for the statisticinge procedures, restrictions for individual paedens

or groups of parameters in VECM may also be baseth® model selection criteria. In the view of this
as proposed by Brigeman and Lutkhepohl (2001) aitBhepohl and Krétzig (2004) the Sequential
Elimination of Regressors (SER) has been utilizedi¢lete those regressors that lead to the largest
reduction of the model selection criteria, (in tbé&se HQ criterion), until no further reductiorpizssible,

(Lutkhepohl and Kréatzig, 2004; Liitkhepohl and Kigt2005). All the coefficients witl§ ratios lower
than two have been eliminated or restricted to.zero

Loading coefficients -even though they may be considered as arbitragprite extent due to the fact that

they are determined by normalization of co-intdgrawectors, theift ratios may be interpreted in tHf8
usual way as being conditional on the estimatedthtamration coefficients, (Lutkhepohl and Kratzig,

2004: Litkhepohl and Kratzig, 2005,). In this céise loading coefficient of the first equation has a
ratio of -2.125, which is significant at 5 percdewel, whereas the loading coefficient for the seto

equation has statistically insignificahtatio and its coefficient has been restrictedetmz Thus, based on
the presented evidence, it can be argued thattegration relation resulting from normalization cuf-
integrating vector enters significantly only in tfiest equation, whereas it is insignificant in thecond
equation.

Co-integration vectors -by selectingLPDEr as the first variable in the model, it means ttie
coefficient of this variable in the cointegratiariation will be normalized to 1 in the maximum likeod

estimation procedure. This normalization is tri(i:ky'"PDEr is not actually present in the co-integration
relation here, and hence, it has a coefficient ketguaero. Nevertheless, taking into account &test it

looks that there is sufficient evidence to suggfest’FDE: is co-integrated wittk ¥ DE:. Consequently
the model takes the form,
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ecFLS = LPDE, — 1.50 LWDE, (5.2.1)

(—18.07)

where the numbers in parenthesis repreSeatios. When (5.2.1) is arranged, the new expoassikes
the form,

LPDE, = 1.50 LWDE, + ecE%* (5.2.2)

(—18.07)

considering that the logs of variables have beeau,uthe relation in (5.2.2) expresses the elagtafit
prices on wages, hence the coefficient of 1.5esetftimated price elasticity. If the log wages éases by
1%, it is expected that the log of prices wouldéase by 1.5 percent. In other words, a 1 peroentase
in the log wages would induce a 1.5 percent ineréaghe log of prices. In addition to this theuealof

standard deviation is very low, indicating a hidficeency for the estimated parameter.

Short-run parameters - The estimators of parameters associated with thglifferences of variables
may be interpreted in the usual way. All coeffit®emith values that are not different from zero dav
been eliminated. Theratios are asymptotically normal under these apsioms. In contrast, this may not

be true for parameters associated with determiriistins, whict ratios are just given for completeness,
(Lutkhepohl and Krétzig, 2004). The coefficientgrbductivity has a statistically significant impamt
wages, whereas the true impact is very small mgesf magnitude. 99

Deterministic Terms —seasonal dummies and trend term have statistis@hjficant though very small
impact only in the first equation, whereas in teeasd equation all deterministic terms have staaithy
insignificant impact, thus have been restrictedeim.

Table 5.4 VECM Diagnostic Tests

Type of Test p-value VECM
VECM Model statistic 0.97 N
LM Autocorrelation Test 0.68 N
Non-normality test

Dornik and Hansen (1994) 0.93 \

Litkepohl (1993) 0.95 N
ARCH-LM

, 0.83 \

i, 0.81 ol
Plots of Residuals n/a N
ACF and PAC n/a N
Cross-correlations n/a N

Note: V - test indicates no problems with diagnostic cidex — indicates that there is some problems it
diagnostic criteria.
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Testing the model robustness - most of tests nelthe residuals of final VECM, with some applyimg t
the residuals of individual equations and othees lzased on the full residual vectors, (see tabig 5.
Graphical tools may also enlighten potential defexftthe model and, thus, provide a useful insaht
the robustness of the model. The VECM model statisidicates that one may not reject the null
hypothesis that restricted model has a better septation of DGP, compared to unrestricted modet. T
value is 0.97 which provides sufficient evidencattho information is lost if restrictions are imse of
the short run parameters. It is worth mentionirgf the loading coefficient for the wages equatias h
also been restricted to zero. Likewise, autocaticeianon-normality tests as well as ARCH test ¢adie
no problem with the model with diagnostic testistats firmly not rejecting the robustness of VECM
model. This impression is also supported by thealisnspection of graphical tools, such as plots of
residuals, AC, PAC and cross correlations.

Finally, based on the evidence, one can argue thahd are not so strongly co-integrated, and
furthermore co-integration relation enters sigmifity only in the first equation of the system. Put
differently, there is sufficient evidence in suppof a unilateral causal relationship between griaad
wages, running from wages to prices only. In addito the long-run relationship, one can also atbae
short-run parameters also indicate no statisticgiliypificant causal relationship. This means thathie
long-run wages affect prices only. Furthermore,rtff®istness checks firmly indicate that VECM model
is well designed and does not suffer from any egwtac problem.

6 Conclusion

As we have seen there are two groups of economfiatsare divided with regards to the direction of
causality between prices and wages. First, those avbue that wages cause prices, and second, those
economists who argue that prices cause wages. ikgreeth Lemos (2004) we can also suggest thg
researcher’s conclusions on the causal relationsiaip be contingent on a number of elements suchas
sample length, number of explanatory variables ygeduding the number of lags of each variable),
particular measure of prices used etc, or as P#lle99) suggests, the causal relationship may also
change with economic cycles. The statistically silevidence emerging from this study clearly sufspor

the view that causality runs from wages to prices.

The OLS regression results strongly support thee adsbilateral causality, though these results are
scientifically questionable due to the fact thattegression coefficients have theoretically inectrr
sign, which raises serious doubts on the scientifiidity of such results. Nonetheless, the most
significant findings emerging from OLS estimatiare potential presence of causal relationship and n
presence of intercept in that relationship. Ondtieer hand, VECM model has been specified by taking
into account various information criteria as wedl raspective co-integration tests, which were cdyef
performed and analyzed. However, only the parsimmimodel has been presented. Based on the
VECM coefficients one can firmly argue in favor aflong-run unilateral causal relationship, running
from wages to prices. In contrast, the evidencgesig that there is no statistically significanbrsinun
causal relationship between prices and wages. éfanthre the robustness checks indicate no problems
with the designed model, hence one may not refechtll hypothesis that model is correctly spedifie
Although, far from completely resolving the issdecausality, this article provides a modest analysi

the case of Germany. Certainly, an analysis takitg account larger group of countries may be more
fruitful in delivering a clearer answer hence, d@ffoin that direction would be very productive in
answering or decomposing some open issues retatalisality between prices and wages.
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APPENDICES

Table C.1 Description of the price, wage and produivity variables for EU-12

Variable Description of variables
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Software | Statistical |
TREND ¢ Trend variable
PDE pDE Prices for Germany
L
LPDE . _DE Log of P for Germany
InE
1DPDE APDE First Difference of P for Germany
r
1DLPDE . DE _ ADE First Difference of the log of P for Germany
;".'I.L'?"..Pr =t
WDE wDE Wages for Germany
r
LWDE r o uDE Log of W for Germany
InW
1DWDE AWDE First Difference of W for Germany
t
1DLWDE L BE i DE First Difference of the log of W for Germany
AlnwPE =Wy
QDE oE Productivity for Germany
£
LQDE . DE Log of Q for Germany
ngs
1DQDE AQEE First Difference of Q for Germany
L
1DLQDE  DE  ADE First Difference of the log of Q for Germany
Alngy™ = ¢
Figure C.1 Plots of price, wage and productivity variabléslexels and b) first difference of levels. 102
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Figure C.1 Plots of price, wage and productivity variablgslog-levels and d) first difference of log-level.

Price Wage Productivity
(c)
2 2
" = =
2] E 5
<
5 5
@
o
. .
2| 2|
E E
m w m
o o a
5 g g
n © ©
2|
8 $ $
2 2
2 3|
< <
]
E:
o o
T T T T T < T T T T T < T T T T T
1996q1 1999q1 2002q1 2005q1 2008q1 1996q1 1999q1 2002q1 2005q1 2008q1 1996q1 1999q1 2002q1 2005q1 2008q1
time time time
o -
31 R
]
]
m
2|
< =3
a8 =P a8
g Bt g
3 3 3
o]
o]
o]
m m
2 2
L T T U T L T T U T T T T U u
1996q1 1999q1 2002q1 2005q1 2008q1 1996q1 1999q1 2002q1 2005q1 2008q1 1996q1 1999q1 2002q1 2005q1 2008q1
e e e

Table C.2 Formal Unit Root Tests for individual series ofqa wage and productivity

variable 103
Test Procedure/Variables PDE LPDE DEDE DLPDE
ADF -0.652 -1.070 -7.367 -7.785
Phillips-Perron -0.077 -0.453 -7.383 -7.861
Test Procedure/Variables WDE LWDE DWDE DLWDE
ADF -1.429 -0.988 -6.329 -6.114
Phillips-Perron -1.584 -1.149 -6.338 -6.137
Test Procedure/Variables

! ! QDE LQDE DQDE DLQDE
ADF -2.210 -1.790 -7.719 -7.494
Phillips-Perron -2.319 -1.829 -7.682 -7.468

Note Critical values are as follows: a) levels ser@e85 = -3.512; b) differenced series, 0.05 = -2.94
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Appendix E.1 Determination of the Number of Lagged Differences

*** Sat, 20 Jun 2009 03:31:39 ***
OPTIMAL ENDOGENOUS LAGS FROM INFORMATION CRITERIA

endogenous variables: LPDE LVDE

exogenous variables: LQDE

exogenous lags (fixed): 0

deterministic variables: S1 S2 S3 TREND

sample range: [1998 @2, 2007 Q¥], T = 39

optimal number of lags (searched up to 8 lags of 1. differences):

Akaike Info Criterion: 8
Final Prediction Error: 0
Hannan- Qui nn Criterion: 0

Schwarz Criterion: 0

Appendix E.2 Complete Results

*** Sat, 20 Jun 2009 03:41:18 ***

VEC REPRESENTATION modulus of the eigenvalues of the
endogenous variables: LPDE LWDE reverse characteristic polynomial:
exogenous variables:  LQDE |z| =(1.0008 1.0000 )
deterministic variables: S1 S2 S3

TREND Legend:

endogenous lags (diffs): 0 = =

exogenous lags: 0 Equation 1 Equation 2
sample range: [1996 Q2,

2007 Q4l, T=47 e
estimation procedure:  Two stage.

1st=Johansen approach, 2nd=EGLS Variable 1 | Coefficient
| (Std. Dev.)
Current and lagged exogenous term: | {p - Value}
| [t - Value]
d(LPDE) d(LWDE) Variable 2 |
LQDE(t)] -- 0.001
| () (0.000)
| { } {0.000}
| [ ] [9.940]

LPDE(t-1)] 0.999 0.000
| (0.000) (0.000)

S1 ()] 0.006  -- | {0.000} {0.000} 104
| (0.001) () | [0.000] [0.000]
| {0.000} { } LWDE(t-1)] 0.001  1.000
| [5.129] [ ] | (0.000) (0.000)
S2 () 0.005 - | {0.000} {0.000}
| (0.001) () | [0.000] [0.000]
| 0000} {} e
| 3981) [ ]
S3 (t)| 0.004 Current and lagged exogenous term:
| (0.001) ()
| {0.000} { } LPDE LWDE
B7190 [ 1
TREND()) 0.000  -- LQDE({t) -- 0.001
| (0.000) () | () (0.000)
| {0017} { } | {} {o.000}
| 2390 [ ] | [] [2940]

S1 (f 0.006 0.000
| (0.000) (0.000)

ecl(t-1)| -0.001 - | {0.000} {0.000}
| (0.000) () | [0.000] [0.000]
| {0034} {} S2 () 0.005 0.000
| [2125] [ ] | (0.000) (0.000)

,,,,,,,,,,,,,,,,,,,,,,,,,,,,, | {0.000} {0.000}
| [0.000] [0.000]
S3 () 0.004 0.000

Estimated cointegration relation(s): | (0.000) (0.000)
| {0.000} {0.000}
ecl(t-1) | [0.000] [0.000]
——————————————————— TREND(t)] 0.000 0.000
LPDE(t-1)] 1.000 | (0.000) (0.000)
| (0.000) | {0.000} {0.000}
| {0.000} | [0.000] [0.000]
[0.o00] e
LWDE(t-1)] -1.500
| (0.083)
| {0.000}
| [-18.066]

VAR REPRESENTATION
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Appendix E.3 Model Statistics

*** Sat, 20 Jun 2009 03:41:18 ***
VECM MODEL STATISTICS
sample range: [1996 Q2, 2007 Q4], T = 47

Log Likelihood: 4.022139e+02
Determinant (Cov): 8.715645e-11

Covariance: 8.033218e-06 -1.379535e-06
-1.379535e-06 1.108641e-05

Correlation: 1.000000e+00 -1.461815e-01
-1.461815e-01 1.000000e+00

LR-test (H1: unrestricted model): 1.3327

p-value(chi*2): 0.9698
degrees of freedom: 6.0000
Appendix E.4 Analysis of residual

*** Sat, 20 Jun 2009 03:44:28 ***
PORTMANTEAU TEST is not implemented if exogenous va riables are in the model.

*** Sat, 20 Jun 2009 03:44:28 ***
LM-TYPE TEST FOR AUTOCORRELATION with 5 lags

LM statistic: 16.5128
p-value: 0.6843
df: 20.0000

*** Sat, 20 Jun 2009 03:44:28 ***
TESTS FOR NONNORMALITY

Reference: Doornik & Hansen (1994)
joint test statistic: ~ 0.8829

p-value: 0.9270

degrees of freedom: 4.0000 105
skewness only: 0.2707

p-value: 0.8734

kurtosis only: 0.6123

p-value: 0.7363

Reference: Lutkepohl (1993), Introduction to Multip le Time Series Analysis, 2ed, p. 153
joint test statistic: ~ 0.7319

p-value: 0.9473

degrees of freedom: 4.0000

skewness only: 0.3233

p-value: 0.8508

kurtosis only: 0.4086

p-value: 0.8152

*** Sat, 20 Jun 2009 03:44:28 ***
JARQUE-BERA TEST

variable teststat p-Value(Chi*2) skewness kurtosis
ul 0.3693 0.8314 0.1707 2.7316
u2 0.4125 0.8136 0.0422 2.5489

*** Sat, 20 Jun 2009 03:44:28 ***
ARCH-LM TEST with 16 lags

variable teststat p-Value(Chi*2) F stat p-Value(F)
ul 17.9642 0.3260 2.6700 0.0358
u2 14.3498 0.5727 1.6698 0.1705

*** Sat, 20 Jun 2009 03:44:28 ***
MULTIVARIATE ARCH-LM TEST with 5 lags

VARCHLM test statistic: 54.3367

p-value(chi*2): 0.1605
degrees of freedom: ~ 45.0000
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Figure E.5 Diagnostic Checks
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