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Abstract: The aggregation of the variables that composmdicator, as GDP, which should be forecasted, is
not mentioned explicitly in literature as a souatdorecasts uncertainty. In this study based aia da U.S.
GDP and its components in 1995-2010, we found @2P one-step-ahead forecasts made by aggregatng th
components with variable weights, modeled using ARptocedure, have a higher accuracy than those with
constant weights or the direct forecasts. ExceptiegGDP forecasts obtained directly from the mgoithel one-
step-ahead forecasts resulted from the GDP compsirferecasts aggregation are better than thoseeroadn
horizon of 3 years . The evaluation of this soun€auncertainty should be considered for macroecoaom
aggregates in order to choose the most accuraedst.
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|. Introduction 109

One of the sources of forecast uncertainty lesghdep the literature is the aggregation of
variables that compose the indicator that will beetasted. Interestingly, no author identifies
this source together with other sources of unaetasf forecasts that are based on models. In
literature there are studies where the forecastsracy is evaluated when the interest variable is
modeled using its components. In these studiesahables is also forecasted by aggregating the
forecasts of its components.

The forecasts of macroeconomic aggregates ardeayest not only for government, but also for
private sector. The accuracy can be improved foeciasts obtained by forecasting aggregate’s
components, followed by the aggregation of thesaiptions. The conclusion was stated in
literature, but it remains valid only in the cortexX knowledge of data series used to draw up
estimates of the models. Hubrich (2005) showed tiimataggregation of forecasts components
does not necessarily help in annually forecasting.

Il.Literature

There are various uncertainty sources, Vega M. 3R06calling the measurement of errors,
structural changes in the economy, the uncertahy is intrinsically generated by the model,
subjective adjustments of the models, the exogewnanables. Ericsson N. (2001) considers that
the uncertainty sources are: the forecasted varidbé economic process, based on available
data, the model type used to develop forecastscést horizon length.
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Clements and Henry (1998) identify five sourcesimméertainty for predictions based on model:
o the inaccuracy of parameter estimates;

o the Incorrect specification of the model;

o the errors in data measurement;

o the future structural changes in the economy;

o the future shocks.

Clements and Henry (1999) show that structuralksrétine slope or the level breaks) of the data
series are a factor of based on model uncertaomgcésts growth.

D. Lanser and H. Kranendonk (2008) identify fouurses of uncertainty of forecasts that are
based on models:

« The uncertainty in the data provided by the insttuthat collected them;
« The uncertainty in the series of exogenous vargble

« The uncertainty in the parameters of behaviorahgquos;

« The uncertainty in error terms.

D. Lanser and H. Kranendonk (2008) modeled the sources of uncertainty first theoretically,

for each model specifying the corresponding distode by probability density. After the
theoretical presentation, the authors assess theceso of uncertainty for Saffier model, the
quarterly macroeconomic model of the Dutch Bureau Economic Policy Analysis. This
institution assessed since 1991 the quality omiégsroeconomic forecasts based on simulatiqng)
producing many works about the exogenous variapegmeters and error models uncertainty———

Hendry and Hubrich (2009) consider that one of tdases of forecast failure is the
inconsistence of parameters generated by the usdisafjgregated data in the absence of
structural shocks. Therefore, the aggregationdgtjeegation of variables can be considered as a
source of forecast uncertainty.

In last years, due to the aggregation of geograplaceas, the problem of calculating and
forecasting the aggregate indicators was put foh @agion or member state in case of the Euro
zone.

Hendry DF and Hubrich K. (2006) propose insteadtled forecasting of an aggregate’s
components, followed by the forecasts aggregationnclude in a model the variables that
compose the aggregate, because the forecasts h@uhdre accurate.

Hendry, DF and Hubrich, K. (2006) lists the authas Espasa, Senra and Albacete (2002),
Hubrich (2005) and Benalal, Diaz del Hoyo, Landoand Skudelny (2004) with important
contributions to preview inflation in the euro ar&air and Shiller (1990) performed an analysis
similar but for the U.S. GDP. About aggregation amidaggregation in related activity
forecasting few authors have important contribigjobeing recalled by Hendry, DF and
Hubrich, K. (2006): Grunfeld and Griliches (196®ohn (1982), Lutkepohl (1984, 1987 ),
Pesaran, Pierse and Kumar (1989), Van Garderenah@éesaran (2000). Granger (1990) puts
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the issue of aggregation from the time series bsand Lutkepohl (2005) takes into account
aggregate forecasts based on VARMA models.The pbrdgpredictability used by Hendry, DF
and Hubrich, K. (2006) refers to the connectionMeenn variables analyzed and the appropriate
data set and was previously used by Diebold an@rKilClements MP and DF Hendry (2010)
and Hendry and DF and Hubrich, K. (2006, 2009)carecerned with the assessment obtained by
aggregating indicators forecast accuracy of otlaerables. The data used by them refers to the
rate of inflation in the euro area and U.S.

[11. Forecasting strategies

Clements MP and DF Hendry (2010) specify two fostiog strategies: aggregating forecasts for
disaggregate components and direct forecastingeohggregates.

First, we assess the modification effects of tHermation set by adding the aggregates of the
analyzed macroeconomic indicator. Lack of prediditgltiepends on available information. We
consider the variable over which predictions areleniaaving an evolution as; = f,(l,,) +u,

In this casey, is a non-degenerate and unpredictable vectorrafora variables in relation to
the information set from the past, (). By reducing the information set from_ toJ,,

forecasts with a lower degree of accuracy will legyven if they remain unbiased, as Clements
and Hendry (2005) showed. So, a larger set of ié&bion is preferred to be used in order to

improve the accuracy. If we start from the condiéd distribution (>x1@_1 l(x?ﬂ/.)) , the amount
+

of information from the original set increases lisadgregating the variablg in variablesﬁT

and by adding the aggregates in the set of infoomaPractically, the new set of information
having a longer length, i3,_, , including the old aggregates and disaggregétesconsidered

a scalarx® on which the forecasts are made and this will pi¢ éto the following form:

a , - Specific weights or ponders which can
X:I.,T+1Egl,T+l+X2,T+1EQZ,T+1( ) g:I.,T+1 g2,T+1 p g p

a p—
XT+1 =

be fix or may change in time. We know thaggﬂ:T+1 =1-9 .. Assuming that GDP is the

aggregated variable, thep is the set of variables that contains:

« Aggregate variable with lags;

- Disaggregated components;

+ Other variables.

X' =240, +V,

Xie = Z4 it 6, .

Conditional expectation of each component can wasr time and it is equal to the minimum
value of square error of predictor&; ,,[X 1.,/ z:] = z; [/ 1.,,.(b)

Aggregate variable and its components are repreddyt

COUNTRY CASE STUDIES



FuroEconomica
Issue 4(30)/2011 ISSN: 1582-8859

(b) Introducing the relation €)) in (b) it will salt:

2 2 2
EralX/z:]= z OirnEralXrnlz]= z OiruZtVita = z Zi Vit = AuX (©)
=1 =1 i=1

<, is predicted starting fromz; : E,,,[X?,,/2,] = J;,,2; (d)

The above two relations, (c) and (d) are equivaliat that implies the same prediction error:
OrnZy = ArnZr, 02, = X, —Er[X3,,/2,]1=V;,, - In conclusion, the direct prediction of ,,
components is equivalent to forecasts aggregation.

In practice, even if the coefficients of models pmments or the specific weights change,
forecasting the aggregate directly on its companbate a higher degree of accuracy than if we
aggregate the forecasts components. The explasatiothis situation can be related to the fact
that certain components of the aggregate can batikeobr that the covariance between them
provide stability to the aggregate indicator. D@gjates can be easily predicted under of an
increased stability of the models coefficients aights. Clements MP and DF Hendry (2010)
concluded that the aggregation of forecasts thraliggggregates is a better solution in terms of
accuracy than forecasting the aggregate directly férecasting the aggregate it is not indicated
the forecasting of its changes, but the inclusibtihe lags of disaggregates, which shows that the
specific weights of predictions are not necessaiyrder to aggregate the components forecasts.

V. The evaluation of forecasts performance

Forecast accuracy is a large chapter in the lilezahimed at assessing forecast uncertaiﬁ%
There are two methods used to compare the qudlityrecasts: vertical methods (for examplg,
the mean square error of prediction) and horizontathods (such as distance in time). A
comprehensive coverage of the issue taking intoladcall the achievements of the literature is

impossible, but we will outline some important clustons.

To assess the forecast performance, as well asaittigiring, statisticians have developed several
measures of accuracy. For comparisons between 8t iMdicators of forecasts, Granger and
Newbold proposed a statistic. Another statisticpiesented by Diebold and Mariano for
comparison of other quantitative measures of eriiebold and Mariano test proposed in 1995
a test to compare the accuracy of two forecastsrutite null hypothesis that assumes no
differences in accuracy. The test proposed by thas later improved by Ashley and Harvey,
who developed a new statistic based on a bootstri@pence. Subsequently, Diebold and
Christoffersen have developed a new way of meagulfie accuracy while preserving the
cointegrating relation between variables.

Armstrong and Fildes (1995) showed that the purpdseeasuring an error of prediction is to
provide information about the distribution of esoform and they proposed to assess the
prediction error using a loss function. They showkedt it is not sufficient to use a single
measure of accuracy.

Since the normal distribution is a poor approximatof the distribution of a low-volume data
series, Harvey, Leybourne, and Newbold improvedptaperties of small length data series,
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applying some corrections: the change of DM siatigb eliminate the bias and the comparison
of this statistics not with normal distribution, tbwith the T-Student one. Clark evaluated the
power of equality forecast accuracy tests , suan@dified versions of the DM test or those used
by or Newey and West, based on Bartlett core ashetermined length of data series.

Clements and Hendry (2010) presented the mostamsadacy measures in literature, which are
described below.

1. The specific loss function

Diebold, Gunther and Tay (1998) started from afoestionL(a1 , X.+1) , Where:
a -specific action

X, — f ()ﬂﬂ) - the future value of a random variable whose iflistion is known

f (.)-density forecast
The optimal condition involves minimizing the lo&snction when the density forecast is

P, 1(X.+1) a\ . argmlnj L(at 1’Xt+1) P 1(Xt+1)d)§+1
1

The expected value of loss function is:

E[L(@, x.)] = L(ag1,%0) F (%)%

The density forecast will be preferred above amgptlensity for a given loss function if the
following condition is accomplished:

E[L(&,(P.(X.)): %] < E[L(8; (P 2(%41)):%41)] - where &, —the

optimal action for the following forecasg; ; (x) .

113

Making decisions based on forecast accuracy evafu& important in macroeconomics, but
few studies have focused on this. Notable achiem&snen forecasts performance evaluation
were made in practical applications in finance andetrology. Recent improvements refer to
the inclusion of disutility that is presented irtiaos in the future states and take into accoumst th
entire distribution of forecast. Since an objectagsessment of prediction errors cost can not be
made, only general absolute loss functions lossssrof error squares can be used.

2. Mean square forecast error (MSFE) and the secand@rthe generalized forecast (GFESM)
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The most used measure to assess the forecasta@cdarthe mean square forecast error
(MSFE). In case of a vector of variables, a MSFE trixa will be built:

V,, = E[er,ner.n] =VIer.n]+Eler,n]Eler,], Where em- vector of errors with h steps- ahead-
forecast

The trace and the determinant of the mean squeresenatrix are classical measures of forecast
accuracy.

Generalized forecast error second moment (GFESMAalsulated according to Clements and
Hendry (1993) as a determinant of the expectedevafuthe forecast errors vector for future
moments up to the horizon of interest. If forecagido a horizon of h quarters present interest,

T
G| [ Ga

this indicator is calculated a&FESM = |E| &+2 | ] G+

et+h et+h

8., -N-dimensional forecast error of n variables maehorizon h

It is considered that GFESM is a better measueeofiracy, because it is invariant to elementary
operations with variables, unlike the MSFE trace @ims also a measure that is invariant to basic
operations of the same variables on different lomiszof prediction, in contrast with MSFE
matrix trace and determinant.

Clements and Hendry (1993) showed that the MSFaddantages related to invariance modklé
are determined by the lack of invariance indicaton singular linear transformations, that
preserves the scale. MSFE comparisons determimedsistent ranks of forecast performance of
different models with several steps along the Wéemtransformations.

3. Measures of Relative Accuracy

Relative measure for assessing forecast accurgpposa the comparison of forecast with one of
reference, called in literature as ,, benchmar&dast” or “naive forecast ". However, it remains
a subjective approach the choice of forecast useddmparison. Problems that may arise in this
case are related to: the existence of outliersappropriate choice of models on which forecasts
are developed, and the emergence of shocks. Anfiestsure of relative accuracy is Theil's U
statistic, for which the reference forecast is ldst observed value recorded in the data series.
Collopy and Armstrong proposed a new indicator éadt of U statistics similar (RAE).
Thompson improved MSE indicator, proposing a diatiy determined MSE (mean squared
error log ratio).

Relative accuracy can also be measured by comppredjcted values with those based on a
model built using data from the past. The testdooécast accuracy compare an estimate of
forecast error variance derived from the past tes&hd the current MSFE.
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To check whether the differences between mean sgeawors corresponding to the two
alternative forecasts are statistically significdéiné tests proposed by Diebold and Mariano,
West, Clark and McCracken, Corradi and Swansorncdanni and White are used.

Starting from a general loss function based on iptigd ability tests, the accuracy of two
alternative forecasts for the same variable is @egh The first results obtained by Diebold and
Mariano were formalized, as showed R. Giacomii Hn White (2006), by West, McCracken,
Clark and McCracken, Corradi, Swanson and Oliveiiiao, Corradi and Swanson. Other
researchers started from the particular loss fandGranger and Newbold, Leitch and Tanner,
West, Edison and Cho, Harvey, Leybourne and Newbold

V. Theassessment of U.S. GDP forecast accuracy using two forecasting strategies

From FRED database (Federal Reserve Economic Dsphadownloaded data on the U.S.

economy for variables such as GDP, final privatasconption, government consumption and
investment, net exports. The indicators are expreds constant prices (billion dollars, 100 =

2005) and the period of registration is 1995-20lYe linear regression models were developed
and they are used to make forecasts. There argypes of forecasts:

+ One year ahead forecasts;
« Forecasts for 3 years.

Each of forecasts was developed in two specifisioas, regarding the specific weights used to
aggregate the forecasts of GDP components:

o With constant weights; 115
o With variable weights.

In the version with constant weights, structurethefyear chosen as forecast origin, the last year
in data series, are used as weights. These weigbts the share of consumption, investment and
government spending, net exports respectively irP@Dthat year.

The evolution of components weights in GDP is dbsd using the autoregressive moving
average processes. Forecasts of weights basedesa thodels are presentedAippendix A.
The models used to make one-step-ahead forecases budt using EViews and these are
presented inTable 1. Using data from the period 1995-2007, models fdPGand its
components were obtained and used to predict thee \@d indicator in 2008. Using data from
1995-2008 series models used to forecast GDP il 2@0e developed.
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M odels used for one-year-ahead for ecasts

Tablel

Anul
pentru

zZa

nea

care se
elaborea

previziu

The model used for direct forecasting

2008

PIB; = —1104[PIB,_5 + 2,232[consum, + 3063[gi;_; + 125[exp_net_; +¢

2009

PIB; = -1354[PIB,_; + 2,239[consum_; + 4,185[gi;_; + 0,935[exp_net,_; +&,

2010

PIB; = -1158[PIB,_5 + 2,247[consum_; + 3.319[gi,_; +1345[exp_net,_; +¢

Year for | The models used to develop forecasts that willdggegated

which
the
forecast
is made

2008 PIB, =1503[consum; +&;,
PIB, = 53260, +&,,

PIB, =-2185[exp_net_, +e;,

2009 PIB, =1,494{¢onsury, +e,,
PIB, = 53341, +&,,

PIB, =-21,649[exp_net_; +e;,

2010 PIB, =1483(Consumy, +e;
PIB, =53110gi,; +&,,

PIB, =-21929(exp_net_; +e;,

Source: own calculations using EViews.

116

In Figure 1 it can be observed large deviations of directlyeéasted GDP values to those
actually recorded or forecasted by aggregation.
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Figurel
The effectiveGDP and the forecasted GDP using the two for ecasting strategies (2008-2010)
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Accuracy is assessed by a relative error used kingpaomparisons between predictions, they
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percentage errore, = — e forecssted .
GDPeffectiv

RJ Hyndman and AB Koehler (2005) showed that tirequ#age error can be used to calculate
several indicators, including mean absolute peagmterror-MAPS. For a one-step-ahead
forecasts made on the horizon 2008-2010, the sshatlean absolute square error registers the
GDP forecasts obtained by aggregation with varia@eghts. For forecasts on 3 years, the ones
with constant weights have the highest degree ofiracy, achieving a value of 10, 69% for
MAPE, unlike a value around 17% for the other fasgs.

As for the one-step-ahead forecasts and thoseyear3, the value of directly forecasted GDP is
higher than the one of forecasts obtained fromeggging the GDP components. However, the
higher mean square error for one-step-ahead fdsetasegistered for directly predicted GDP
and the lower for forecasted GDP using variablegivsi. The GDP forecasted values resulted
applying the two strategies for one step aheadt&sts and those on three years, and the values
of RMSM and MAPS are presentedTiable 2 andTable 3.
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Table2
One-step-ahead for ecasts of USA GDP in 2008-2010
Year Directly Forecasted GDP by| Forecasted GDP by
forecasted | aggregating the aggregating the
GDP (bil. components’ components’
dolars 2005)| forecasts ( constant| forecasts ( variable
weights) weights)
2008 13383,94
11333,09 10684,82
2009 16089,43
11756,92 11386,06
2010 15459,61
12009,33 11210,66
RMSM 3884,819 493,6839 331,5005
MAPE 32,97 % 3,87 % 2,5%
rel_RMSE 1,95 0,35 0,16
Source: own calculations using EViews.
Table3 118

Theforecastson 3 yearsof U.S. GDP (2008-2010)

Year Directly Forecasted GDP by| Forecasted GDP by
forecasted | aggregating the aggregating the
GDP (bil. components’ components’
dolars 2005)| forecasts ( constant| forecasts ( variable

weights) weights)

2008 13383,94 11333,09 10684,82

2009 13285,47 9985,936 8354,037

2010 12922,05 9079,8 8962,4

RMSM 1992,714 1423,552 2123,93

MAPE 17,19 % 10,69 % 17,11 %

Source: own calculations using EViews.

For forecasted GDP by aggregating its componerits wariable weights there is a tendency of
underestimation, while the directly forecasted @®Bverestimated. For forecasts developed
on a three years horizon, the GDP forecasts reshiteaggregation of components forecasts

with constant weights have the lowest accuracyabse the RMSM is the lowest.
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Percentage error values are presentdchlsie 4 andTable 5. The calculated relative errors are
large for direct forecasts of GDP and smaller imeotcases. The lowest relative error was
registered in 2008 for predicted GDP by aggregatwegorecasts of GDP components (constant
weights) and the largest one for directly forec$®P in 2009.

Table4
Relativeerrors (errors percentages) of one-step-ahead forecasts (%)
2008 2009 2010

Directly forecasted
GDP ( billions
dollars 2005) -19,35 % -43,42 % -36,14 %

Forecasted GDP by
aggregating the
components’

forecasts ( constant
weights) -1,06 % -4,80 % -5,75 %
Forecasted GDP by
aggregating the
components’

forecasts ( variable
weights) 4,72 % -1,50 % 1,28 %

Source: own calculations using the data fréable 2. 119
Table5

Relative errors (errors percentages) of 3-years horizon forecasts (%)
2008 2009 2010

Directly forecasted
GDP ( billions
dollars 2005) -19,35 % -18,43 % -13,79 %

Forecasted GDP by
aggregating the
components’

forecasts ( constant
weights) -1,06 % 10,99 % 20,04 %

Forecasted GDP by
aggregating the
components’

forecasts ( variable
weights) 4,72 % 25,53 % 21,08 %

Source: own calculations using the data fréable 3.
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The relative errors of forecasted GDP by aggregatime forecasts components (variable
weights) became increasingly smaller. Most relatareors values are negative, showing a
tendency of overestimation of forecasted valuesifiltose actually registered.

A generalization of Diebold-Mariano test (DM) isedisto determine whether the MSFE matrix
trace of the model with aggregation variables gnisicantly lower than that of the model in
which the aggregation of forecasts is done. IfNT®&E determinant is used, the DM test can not
be used in this version, because the differencsdset the two models MSFE determinants can
not be written as an average. In this case, altastuses a bootstrap method is recommended.

The DM statistic is calculated as:
DM. = ﬁ[Dtr(MSFEaggregated_model)h _tr(MSFEaggregated_ forecasts_model)h] _
¢ = =
S

1 1x
gg/?m?Z(e"fh,t —effhy ~€rFng ~erin,)]
t=1

T-number of years for which forecasts are developed
em,, - the h-steps-ahead forecast error of variableinet t for the aggregated model

er .. — the h-steps-ahead forecast error of variabletinag¢ t for the model with aggregated
forecasts

s- the square root of a consistent estimator ofithiing variance of the numerator

The null hypothesis of the test refers to the saowiracy of forecasts. Under this assumption
and taking into account the usual conditions oftrerimit theorem for weakly correlatef20
processes, DM statistic follows a standard nornsgimgtotic distribution. Pentru variginse
utilizeaz estimatorul Newey-West cu lagul de trunchiere r@petrului de h-1. For the variance
the Newey-West estimator with the correspondingttagcation parameter setlho- 1 is used.

The DM test was applied both for the version withstant specific weights of GDP components
and for the one with variable weights for one-stpad forecasts. In the first case, the value of
DM statistic (.077) is lower than the critical ors, it if we use constant weights in the forecasts
aggregation model we get the same accuracy as ifliveetly forecast the GDP. If we use
variable weights, the DM statistic value (29.07@gl)greater than the critical value, so the
accuracy of direct forecasts differs significanfrpm the one obtained by aggregating the
forecasts with variable weights. The forecasts thaseaggregated model have a lower degree of
accuracy than those obtained by aggregating tleedst with variable specific weights.

Another possibility is to apply the CPA test in Mab, which leads to the same result. DM test
statistic is modified so that another measure oédasts accuracy is used instead of MSFE,
namely GFESM. The results are the same.

RJ Hyndman and AB Koehler (2005) proposed in compas the use of relative measures of
accuracy which are independent of measurement sdatbe indicator, namely, the use of
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relative RMSE, which is calculated aﬁél_RMSE:%,WhereRMS%is the RMSM of the

benchmark model.

A subunit value of indicator shows that the forédcascompare is better than the compared one,
in terms of accuracy. This indicator is used to pare the h steps-ahead-forecasts and the ones
on 3 years, which are chosen as reference forechabde 2 shows that only for directly
forecasted GDP on 3 years horizon the forecastbedter than the one-step-ahead ones. In case
of GDP forecasts obtained by aggregating the compsnthe one-step-ahead forecasts are the
most accurate.

V1. Conclusions
After the empirical study of GDP forecasts thedwling conclusions resulted:

o GDP forecasts obtained by aggregating the compshienécasts with variable weights using
ARMA models have the highest degree of accuracy.

o Moreover, one-step-ahead forecasts obtained by aoemts aggregation with variable
weights are better than the 3-years horizon fotecas

o For forecasts of indicators resulted from aggregetihe evaluation of aggregation as a source
of uncertainty and the choice of most accuratecistng strategy are recommended.
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APPENDIX A

Modelsused to predict variable weights

Period Variable weights
1995-2007

122

gc, =092688_, +e,

Jaiy = 098939, , t&,

gexp_neq = 1-048EQ exp_net_, t& 3

Source: own calculations using EViews.
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